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Our approach: Object recognition (the what system) and eye movement (the where system) o Efficient visual search
should be studied as a single integrated system.
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