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National Academy of Engineering Grand Challenge

Reverse-Engineering the Brain

• Determine how it performs its 

magic.

• Should offer the benefits of: 

• Helping treat diseases.

• Providing clues for new approaches to 

April 14, 2013 Brain Principles and Modeling Abstractions 2

• Providing clues for new approaches to 
computerized artificial intelligence. 

• Understanding its methods will 

enable engineers to simulate its 

activities, leading to deeper insights 

about how and why the brain works 

and fails. 



Neuromorphic Engineering

• Building Hardware and Applications Based on the Brain’s 

Structure and Dynamics
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Brain Computations

• Massive parallelism (1011 neurons)

• Massive connectivity (1015 synapses)

• Excellent power-efficiency 

• ~ 20 W for 1016 flops

• Low-performance components (~100 Hz)
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• Low-performance components (~100 Hz)

• Neuron fires an action potential � Digital signal

• Low-speed comm. (~meters/sec)

• Axon � Cable that carries the signal

• Low-precision connections

• Synapse � low probability of delivering message



Converting Brain Circuitry to Electronic Circuitry
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Brain principles and Modeling Abstractions
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Levels of Investigation

From Churchland & Sejnowski

“Compuational Brain”



Neuromorphic Abstractions

• Neural Circuit Models

• Abstract away many molecular 
and cellular details.

• Composed of:

• Neurons for computation.
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• Synapses for learning and 

memory storage.

• Axons for communication.

• Neuromodulatory systems to 

control action selection and 

learning.

• Still retain dynamics and 
structure.



Large-Scale Modeling at the Neural Circuit Level
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Hardware Architectures for Spike-Based 

Computations
• Low-cost, high-performance graphics architectures (e.g., 

NVIDIA GPUs) opens the door for large-scale SNN simulations 

on affordable, programmable platforms.

• GPUs have benefits and limitations

• Large fine-grained parallelism.
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• Large off-chip memory bandwidth.

• Special Function Units.

• Optimization techniques to effectively map SNNs on to GPUs:

• Exploiting both neuronal and synaptic parallelism to maximize thread 

level parallelism.

• Efficient representation of large-scale SNNs that improves the off-chip 

memory coalescing.

• Minimizing thread divergence by delaying the execution of diverging 

conditions by buffering them and running them concurrently later.



Evaluation of Computational Performance in Randomly 

Connected Networks
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Nageswaran, et al (2009). A configurable simulation environment for the efficient simulation of 

large-scale spiking neural networks on graphics processors. Neural Networks 22, 791-800.

Simulations run on a core i7 920 @2.67GHz and NVIDIA C1060 
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Code available at: http://www.socsci.uci.edu/~jkrichma/Richert-FrontNeuroinf-SourceCode.zip



Functionality of our Simulation Environment
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Large-Scale Simulation of Visual Cortex
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V1

LGN



Large-Scale Model of Cortical Visual Processing
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• 32x32 Resolution, 138,240 neurons; ~30 million synapses.

• Running in real-time on single GPU card.

• 64x64 Resolution, 552,960; ~120 million synapses.

• Running in real-time on GPU cluster.



V4 Orientation Responses
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• V4 spiking neuron response to oriented gratings. 



V4 Color Responses
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Random-Dot Kinematogram Test
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Motion Selectivity in Spiking Model of Area MT
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Attentional Modulation of Visual Cortex
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• Balance between goal-directed 
and sensory driven attention.

• Avery, Nitz, Chiba, & Krichmar, 
(2012). Simulation of Cholinergic 
and Noradrenergic Modulation of 
Behavior in Uncertain 
Environments. Frontiers in 
Computational Neuroscience.

• Increase reliability of neurons.

• Decorrelate noise between 

neurons.

• Avery, Krichmar, & Dutt (2012). 

Spiking Neuron Model of Basal 

Forebrain Enhancement of Visual 

Attention. IJCNN. 



Attentional Modulation in an Easter Egg Hunt
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Thanks to…
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Team CARL Now – UC Irvine
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Current Thinking

If you build it, they will come…
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…still looking for the neuromorphic killer app
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Understanding Through Building
Reverse Engineering the Brain through Neuromorphic Modeling
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• The advent of new hardware, which resembles the brain’s architecture, 
complexity and dynamics is necessary for:
• True understanding of the brain and mind.
• Construction of artificial brains that are truly intelligent. 

• Need to think about what nervous systems (and us) are good at:
• We are not good at mathematical algorithms, abstract thinking, and are unreliable.

• We are exceptional at fluid behavior, adaptation, perception, and building predictions.

• Hardware and simulation tools will move us closer to meeting the grand 
challenge of reverse-engineering the brain.
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• Questions or Comments???


