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Abstract—This paper presents several techniques for the very information were not evident. In this paper, we describe tech-
large-scale integration (VLSI) implementation of themaximum a niques for implementing the MAP algorithm that are suitable
posteriori (MAP) algorithm. In general, knowledge about the im- ¢, very large-scale integration (VLSI) implementation.

plementation of the Viterbi algorithm can be applied to the MAP Th in idea in thi b ized tendi
algorithm. Bounds are derived for the dynamic range of the state € maiiaea in tnis paper can be summarnzed as extending

metrics which enable the designer to optimize the word length. Well-known techniques used in implementing the Viterbi al-
The computational kernel of the algorithm is the Add-MAX* gorithm to the MAP algorithm. The MAP algorithm can be
operation, which is the Add-Compare-Select operation of the thought of as two Viterbi-like algorithms running in opposite

Viterbi algorithm with an added offset. We show that the critical : : o ; ; _
path of the algorithm can be reduced if the AddM A X* operation ?;;ﬁ)c;zn;e?:;r the data, albeit with a slightly different compu

is reordered into an Offset-Add-Compare-Select operation by ) : . . . .
adjusting the location of registers. A general scheduling for the ~ This paper is structured in the following way. Section Il is a
MAP algorithm is presented which gives the tradeoffs between brief description of the MAP algorithm in the logarithmic do-
computational complexity, latency, and memory size. Some of main. Section Il studies the problem of internal representation
these architectures eliminate the need for RAM blocks with ot the state metrics for a fixed-point implementation. Section IV
unusual form factors or can replace the RAM with registers. focuses on efficient architectures to realize a forward (or back-
These architectures are suited to VLSI implementation of turbo . b - e
decoders. ward) recursion. The log-likelihood ratio (LLR) calculation is
also briefly described. Section V proposes several schedules for
the forward and backward recursions. As the computations of
the forward and the backward recursions are symmetrical in

time (i.e., identical in terms of hardware computation), only the

Index Terms—Forward—backward algorithm, MAP estimation,
turbo codes, very large-scale integration (VLSI), Viterbi decoding.

I. INTRODUCTION forward recursion is described in Sections Il and IV.
N RECENT YEARS, there has been considerable interest
in soft-output decoding algorithms; algorithms that provide Il. MAP ALGORITHM

a measure of reliability for each bit that they decode. Th& Description of the Algorithm

most promising application of soft-output decoding algorithms The MAP algorithm is derived in [3] and [6] to which the

are p_robably turbo codes and related concate_nated COd#Q der is referred to for a detailed description. The original
techniques [1]. Decoders for these codes consist of severa

concatenated soft-output decoders, each of which decodes eHvatlon of the MAP algorithm was in the probability domain.

e L . e output of the algorithm is a sequence of decoded bits
of the overall code and then passes “soft” reliability information ; L S T T .
..-along with their reliabilities. This “soft” reliability information
to the other decoders. The component soft-output algorithm

prescribed in the original turbo code paper [1] is usually know'fj (gfn)erlazll(l)): gisgggrer%tzyotfml;)izoft_eln/inl? rﬁg\?izlgt{e(ci?v?d
as the maximuna posteriori(MAP), forward—backward (FB), s mé/oi we define the optimum soft outout as

or Bahl-Cocke—Jelinek—Raviv (BCJR) algorithm [2], [3]. ThisY Y P P
algorithm, originally described in the late 1960Q’s, was generally P(u = +1Jy) 0
overlooked in favor of the less complex Viterbi algorithm [4], P(u= —1|y)

licati ki f - I . . :
[5], moreover, applications taking advantage of soft OUtDWhmh is called the log-likelihood ratio (LLR). The LLR is a

convenient measure, since it encapsulates both soft and hard

_ , ___bit information in one number. The sign of the number corre-
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the logarithmic domain like the Viterbi algorithm, then the mulThe trellis termination condition requires the entire block to be
tiplications become additions and the exponentials disappeaceived before the backward recursion can begin.
Addition is transformed according to the rule described in [8]. ¢ Soft-Output Calculation. The soft output, which is called the
Following [9], the additions are replaced using the Jacobi loghtR, for each symbol at timé is calculated as
rithm
L(uy) = MAX*(A_1(s") + Gr(5', 8) + Bi(s))
MAX*(z,y) =In(e” + €Y) (s",5)

up=+1
:MAX(J/ y) + 111(1 + e_lw_?l‘) (2) _D/([A)%*(Ak—l(sl) + Gk(s', 8) + Bk(S)) (8)
which is called thé\IAX* operation, to denote that it is essen- vR=Tt

tially a maximum operator adjusted by a correction factor. The, ) . o
slec)c/)nd ter):r|1 ;func?tion of thejl;ingle v};\riable y cl:an be pre- where the first term is over all branches with input laiél, and
calculated and stored in a small lookup table (LUT) [9]. Thg1e second term IS over al branghes with "?pUt labgl .
computational kernel of the MAP algorithm is the AddA X* The MAP algorithm, as desc;nbed, requires the entire mes-
operation, which is analogous, in terms of computation, to 1sage to be stored before decoding can start. If the blocks of data

Add—Compare—Select (ACS) operation in the Viterbi algorithifi large, or the received stream continuous, this restriction can
adjusted by an offset known as a correction factor. In what fqj€ too stringent; “on-the-fly” decoding using a sliding-window
lows, we will refer to this kernel as ACSO (Add—Compare—Sé?Chmque has to be used. Similar to the Viterbi algorithm, we

lect—Offset), can start the backward recursion from the “all-zero vecfot

The algorithm is based on the same trellis as the Viterbi |-S- all the components aBolare egual o zero) with datg},
gorithm. The algorithm is performed on a blockSfreceived " from n down ton — L. L iterations of thg bagkward recur-
symbols which corresponds to a trellis with a finite number ¢f°" llows us to reach a very good approximatiop &f53, .
stagesN. We will choose the transmitted bit,, from the set (whe_r €g IS a positive additive factor) [10], [11]. This addltl_ve
of {—1, +1}. Upon receiving the symbay ;. from the additive coefficient does not affect the value of the LLR. In the following,

white Gaussian noise (AWGN) channel with noise variante we V\IItI” cort13|tder “t“".“ aftetL C.y Ctlr? s of bactl<wardTr§curS|on, ;[he
we calculate the branch metrics of the transition from state resulling state metric veclors ne correct one. 1 nis property can

states as be used in a hardware realization to start the effective decoding
of the bits before the end of the message. The paranieter

called the convergence length. For on-the-fly decoding of non-
systematic convolutional codes as discussed in [10] and [11],
five to ten times the constraint length was found to lead only to
| S 9 rPnarginal signal-to-noise ratio (SNR) losses. For turbo decoders,
states’ to states. The multiplication by—1/25° can be done due to the iterative structure of the computation, an increased

\tN'tg egher; mulﬁ_pl;\er oran LUT'I l_\tlotet_that |nf F[Ee K/?;g Ofl Yalue of L might be required to avoid an error floor. A value of
urbo decoder which uses several iterations ot the algP"_ 64 is reported in [12] for a recursive systematic code with

) S N 5
rithm, the multiplication by-1/20" need only be done at thea constraint length of five. In practice, the final valuelohas

input to the f|rst MAP glgonthm [6]. to be determined via system simulation and analysis of the par-
The algorithm consists of three steps. cular decoding system at hand

) . ti
* Forward Recursion. The forward state metrics are recur-
sively calculated and stored as
y B. Upper Bounds foMAX*

k=1,...,N—1. All the following upper bounds are derived from the defini-
(4) tion of MAX™* in (2):
The recursion is initialized by forcing the starting state to state

1
Gk(s’,s) = FHYk - Ck(SI:S)HZ ®)

wherecg(s', s) is the expected symbol along the branch fro

Ap(s) = MAXE (Ap_1(8") + Gr(5', 8))

?

0 and setting MAX*(x,y) > MAX(z,y). 9)
Ao(0) =0 For practical implementation, one can notice that, due to the
Ag(s) = — o0, 5 #0. (5) finite precision of the hardware implementation, the function

In(1 + e~l==¥l) gives a zero result as soon [as— y| is large
» Backward Recursion. The backward state metrics are recanough. For example, if the values are coded in fixed precision
sively calculated and stored as with three binary places (a quantum of 0.125), ther- y| >
2.5 = In(14 e 1*7¥) < 0.079, thus it will be rounded to 0. In
k=N,...,2. (6) thatcase, the computation of the offset of Mé X* operator
can be performed with two pieces of information: a Boolean
The recursion is initialized by forcing the ending state to statef (for zero) that indicates ifz — y| is above or equal to the
and setting first power of two greater than 2.5, i.e., four.4fis true, then
the offset is equal to 0. If not, its exact value is computed with
By(0) =0 the five least significant bits df: — y|. The maximum number
By (s) = — o0, s #0. (7) isIn(2), which will be quantized to 0.75, i.e., the width of the

Br_1(s") = MAXZ(Br(s)+Gr(s',5))
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LUT is three bits for our example. An LUT is the most straightthe differences between the state metrics and not their absolute
forward way to perform this operation [9], [15]. In the generalalues that are important. Rescaling of the state metrics can be
case, there is a positive valdesuch that performed.

MAX*(z,y) = MAX(z,y),  if |[t—y|>2°.  (10) B. Approximate Bound on the Dynamic Range of
the State Metrics

Let us defind as the minimum number such that, for Al
MAX*(z,y) < MAX(7,y) + In(2) (11) 0, there is a path through the trellis between every state at time
k andk + [. Let us defineM as the maximum absolute value
of the branch metric. Then, for all > [, a rough bound on the
dynamic range of the state metrics is

We also have

with equality ifz = y (note that quantization of the LUT is also
discussed in [14]).

[ll. PRECISION OFSTATE METRICS A(k) < (2M +1n(2))1. (14)

The precision of the state metrics is an important issue for

VLS |mplgmec;1tat|on_. Thebnurr]ntr)]err(])f t:jmm used tol che thz aximum and minimum value of the state metric at tifne
state metrics determines both the hardware complexity an en, according to the definition &f there is a path of length

speed of the hardware. This motivates the need for techniqtllqﬁ the trellis between every stateat time and the state
which minimize the number of bits required without modifying, .. \ .2 1uesm. (k — 1) attimek — [. Since at every stepnithe

the behavior of the algorithm. . . . __maximum state metric (with, eventually, a positive correction
The same problem has been intensively studied for the V'te'gibtor) is taken, in the worst case, among the path betwgen

algorithm ([16], [17]) and solutions using rescaling or modulg . “the state metric can decrease lnfyat each step. Thus
2"=m arithmetic are widely used [18], [19]. These techniques are ' '

. ) Thmin (k) is at least equal to or greater th@n,,. (k—1) — M1.
based on the fa.Ct that, at every instaythe dynamic ranga (k) Similarly, the maximum increase at each stage of the state metric
of a state metric (i.e., the difference between the state metréﬁﬁong this path i97 + In(2) (In(2) is the maximum value of

with the highest and Ipwe_st values), is bou.nded_ﬁbya?(. .. the correction factor added at each stage). Thug,ax (k) is
The forward recursion in the MAP algorithm is slightly d'f'lowerthan or equal toymumax (k — 1) + M1 + In(2)l. Grouping

ferent than the Viterbi algorithm since: the upper bound ofin,.;. (k) and the lower bound ofir,max (k)

Proof: Let smmax(k) andsmpmin(k) be, respectively, the

1) the outputs of the recursion are the state metrics theags to (14). n
selves and not the decisions of the ACS; Note that in the case of a trellis corresponding to a shift reg-
2) the Add-MAX”* is an ACS operation with an added offsejster of lengthy, [ is equal tov.
(ACSO).

These differences lead us to question whether the well-known Finer Bound on the Dynamic Range of the State Metrics
implementation techniques for the Viterbi algorithm are also afisr a Convolutional Decoder

plicable to the MAP algorithm. The first part of this section A mqre precise bound can be obtained in the case of a convo-
shows that the LLR result is independent of a global shift §fiona| decoder using the intrinsic properties of the encoder. All
all of the state metrics of the forward and backward recursionfe fo|lowing developments are based on a previous work based
The bounds on the dynamic range of the state metric are thgyhe viterbi algorithm [17]. Note that this problem has already
given. been independently addressed by Montetsal. [20], where
they extend through intensive simulation, without any formal
proof, the result obtained in [21] for the case of Viterbi algo-
Let us first show that th&IAX* operator is shift invariant, rithm.

that is, it still produces a valid result if both of its arguments 1) Exact Bound or\(k): The lower bound ofA can be ob-
have a common constant added to them.at,ef, andz be real tained using the Perron—Frobenius theorem [25]. Let us work in
numbers. From the definition &l AX™, it follows that: the probability domain and let us assume that the branch prob-

hiti /
MAX* (2 + 2,5 + 2) abilities v (s', s)
=MAX(z + z,y + 2) + In(1 + e—l(z+z)—(y+z)\). (12) (s, 5) = exp(Ga(s, ) = exp <_—12||Yk _ ck(s'73)||2>

20
Thus (15)

are normalized so that

A. Rescaling the State Metrics

MAX*(z 4 2,y + z) =MAX(z, y)
—I—z—l—ln(l—i—e_lx_yl) Z%(5173) =1 (16)
=MAX*(z,y) + 2. (13) o
) . o In areal system, thg, are bounded (by the analog—digital con-
According to (13), theMAX” operator is linear. Thus, aersion) and the standard deviation of the naise a nonzero

global shift of > for all Ay (s) values (orBy(s)) would not \g)ye, thus, according to (15) and (16), we have the relation
change the value ok (uy), since the contribution of, when

put outside the twIAX™* operators, is cancelled. Thus, it is 0 < yi(s,s) <1, for all s, s'. an
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Let us first assume that the all-zero path is sent in the channeFinally, we justify the monotonic increasing &fa;, ) (which
and that all the received symbols have the highest possible relighieves the proof) by an intuitive argumefitx;) is the like-
bility. The forward recursion is performed on the received syntihood ratio between the state that has the highest probability
bols. Let us study, in this case, the ratio of state probabiliti¢state 0, by construction) and the state with the lowest proba-
between the state with the highest probability and the state withity. Since every new incoming branch metric confirms state

the lower probability when the forward recursion is performed, §(«;) is an increasing function df.
Note that this ratio, in the log domain, is associated with the Using the same type of argument, if one, or more, of thefirst
maximum difference between state metrics, i.e., the dynaméceived signals do not have the highest reliability, the resulting

range of the state metric.
The initial state vectotyy = (ao(s) = 1/P)o<s<p i the

ratio &’ (ay, ) will be smaller thard(ay,).
Since the code is linear, the result obtained for the all-zero

uniformly distributed vector of lengtR, whereP is the number sequence is true for all sequences of bits. Thus, the logarithm

of states of the trellis.

of the ratio$(V}) gives the maximum differences of the state

Since by hypothesis all the branch metrics are independentaédtric.
time, we can express the forward recursion in an algebraic form2) Exact Bound in Finite PrecisionThe exact maximum

using P x P transition matrix”
apt1 = ol (18)
By recursion, we have

o = aolk. (19)

By construction][" is a positive irreducible matrix (the coeffi-
cients are positive, anfl only performs a modification of the
probability distribution of the state metric vector). Thus, a

cording to the Perron—Frobenius theorem [25]can be ex-
pressed, in the basis of eigenvect(¥s),—o. p_1, by a diag-
onal matrixDiag(\;)i=o... p—1 With the two properties:

1) Vjy, the Perron eigenvector bf is the only eigenvector of

I" that has all of its components positive;
2) ), the Perron eigenvalue associated withis positive
and|\;| < M\ forall0 < i < P.

Since, in the trellis, all the states at tinkeare connected to
the states at timé + v, we deduce that all the coefficients o

difference A obtained with a fixed precision architecture is
obtained from (19) starting from the all-zero vector until the
system reaches stationarity, i.e., if all state metrics increase by
the same constant value at each iteratitigk) is then equal
to A.

Note that this algorithm is a generalization of the algorithm
proposed in [22] for the case of Viterbi decoder.

3) Simplification of the Computation of the Branch Metrics
for a Convolutional Decoder:For a ratel/r convolutional
code, cx(s’,s) is an r-dimensional vector with elements

c{'—17+1} (or {—1, 0, +1} in the case of a punctured code

where 0 is used for a punctured bit). Using (13), the computa-
tion of the branch metrics can be extended and simplified

-1
Gr(s',s) = —

1
—5 (Iyell” + llew(s’ )I7) + =5 (vx - ex (s, 9)).

(23)
The first terms are common to all branch metrics, thus, they can
be dropped. The last terms can be decomposed ondimeen-

fsions of the vector. Thus, the modified branch met€i¢$s’, s)

I'V are strictly positive. Using the Perron—Frobenius theore

for I'” gives an extra property: the Perron eigenvalué’ofis

strictly greater than its other eigenvalues. From this proper

we deduce that this property is also true Tri.e., |\;| < Ao
forall0 < 7 < P.

Let (a;)i=0.. p—1 be the decomposition ak, in the basis
(Vi)i=o...p—1- The vectory, can be expressed as

P—-1

P-1
=Y ai- AV Z)\IS'(GO'V0+ Zai'uf'vi) (20)
i=0

=1

with |[l/i| = |)\7/)\0| <l1l,fori=1...P—1.

Let us calMAX(X) (respectivelyMIN(X)) the maximum
(minimum) coordinate value of vectot, andé(X) the ratio
MAX(X)/MIN(X).

Conjecture: For allk, 1 < §(ag) < 6(Vo).
Proof: First, 6(ag) = 1, sinceMAX(ag) = MIN(a) =
1/P. Second, using (20), we have

klim o - /\5]“ =ag-Vp (22)
and thus
lim 6(ag) = 6(Vo). (22)

k—o0

ci(s',s) € {~1,0,1}

1 o
Gr(s'8) = =+ D vieci(s9),
0<i<r
(24)
whereci (s, s) takes the value of zero for a punctured code
symbol. This expression can be used to find the exact bound
of A(k).

4) Example: As an example, let us consider a recursive sys-
tematic encoder with generator polynomials (7, 5). Moreover,
let us assume that the modified branch metdggs’, s) are
coded using 128 levels, from15.75 up to 15.75 (the inputs
yi /o? are coded between7.875 up to 7.875, with a step size
of 0.125). We assume that the all-zero path is received with
the maximum reliability. The resulting state transition diagram
(with values of modified branch metrics) is given in Fig. 1.
Table | shows the evolution of the state metrics for the first eight
iterations of the forward recursion.

As shown in Table |, the value df(k) does not increase after
seven iterations. The limit valu&’ = 47.250 is the maximum
value of the state metric dynamic range obtained for our ex-
ample. The approximate bound of (14) gives, for this example,
A < 64.375. The bound obtained by the above method is much
more precise and can lead to more efficient hardware realiza-
tions, since the precision of the state metrics is reduced.
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0 .1 ,
(-1,-1), +15.75

Xk

(+1,-1),0

Fig. 1. State transition of a systematic recursive encoder with polynomials (7,5) and modified branch metric whenkfotygflo?, yi/o?) =
—7.875,—7.875).

TABLE |
VARIATION OF STATE METRICSAFTER STAGES ON THEALL-ZERO PATH

t=0t=1]t=2]t=3[t=4]t=5]¢t=6] t=7 | t=8

0.000 [ 15.75 [ 31.500 | 47.250 [ 63.000 [ 78.75 [ 94.500 | 110.250 | 126.000
0.000 [ 0.750 | 15.750 | 16.875 | 31.500 | 33.125 | 48.000 | 63.000 | 78.750
0.000 | 15.75 | 16.500 | 31.50 | 32.875 [ 48.000 | 63.000 | 78.750 | 94.500
0.000 | 0.750 | 15.750 | 16.875 | 31.500 | 33.125 | 48.000 | 63.000 | 78.750
) | 0.000 | 15 15.75 | 30.725 | 31.500 | 45.625 | 46.500 | 47.250 | 47.250

2| vo] =| o
x

Note that the initial state vector is important (the all-zero
vector). In the case where the initial state is known (state 0, for
example), using an initial state that gives the highest probability
possible for state zero and the lowest probability for all the other
states can lead to some transitéxyk) values greater thad’.

The natural solution to avoid this problem is to use the obtained
eigenvector (vector (47.250, 0, 15.750, 0) in this example). For A;_;(s"})
turbo-decoder applications, the method can also be used, taking

Gi(s'y, 8)

Ap_1(s%)

into account the extrinsic information as the initial state. G (s'1, 5)
o ACS structure ~MAX* operator
IV. ARCHITECTURE FOR THEFORWARD Fig. 2. Architecture of an ACSO.
AND BACKWARD RECURSIONS
This section is divided into two parts. The first partis a review f f
of the architecture usually used to compute the forward state T T

metrics [9]. The second part is an analysis of the position of the_|
register for the recursion loop in order to increase the speed @
the architecture.

A. Computation of the Forward State Metrics: ACSO Unit

+
&) /‘—O O
| — + —
il —1 1
The architecture of the processing unit that computes a nev__| G}E
value of Ax(s) is shown in Fig. 2. The structure consists of T
the well-known ACS unit used for the Viterbi algorithm (grey T o
area in Fig. 2) and some extra hardware to generate the “offset @
corresponding to the correction factaf1 + e~1*=¥l) of (2). @
As said in Section I, the offset is generated directly with a @
LUT that Contaln.s the precalculated resulfiofl + - y|).' Fig. 3. Three different positions of the register in the data flow of the forward
Then, the offset is added to the result of the ACS operation (ngackward) algorithm leading to three types of ACSO recursion architectures.
generate the final value of(s). In the following, we will call
this processor unit an ACSO unit. is the same as the one used for the Viterbi algorithm, and all
the literature on the speed-area tradeoffs for the ACS recursion
can be reused for the ACSO computation. Nevertheless, there
The natural way to perform the forward state metric recursias another position for the register which reduces the critical
is to place a register at the output of the ACSO unit, in order pmth of the recursion loop. Fig. 3 shows two steps of a two-state
keep the value ofi;(s) for the next iteration. This architecturetrellis.

O

B. Architecture for the Forward State Metric Recursion
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Offset
- > Ak(s)

sign
Ny

Ak- 1(s'y) Gi(s'o, 5) LUT

A, (s'0) —Ak-1(s'g)

>l Ay(s) - Ak(s)

Ay (5 —Ak-1(s')

Ak-](s‘l)

Fig. 4. Architecture of an OACS unit.

Three different positions of the recursion loop registesomehow, memory is needed to store a given type of vector
are shown. The first position is the classical one. It leads ¢say, A;), until the corresponding vectoB¢) is generated.
an ACSO unit. The second position leads to a compare-g&ach state metric vector is composed 6f<2ate metrics (the
lect-offset-add (CSOA) unit, while the third position leadsize of the trellis), each one,,, bits wide. The total number of
to an offset-add-compare-select (OACS) unit. The last onts for each vector is larg@(n,,,) and thus, the reduction of
the OACS unit shown in Fig. 4, has a smaller critical patthe number of state metrics is an important issue for minimizing
compared with the ACSO unit. Briefly, in the case of a ACS@he implementation area.
unit, the critical path is composed of the propagation of the The first part of this section describes the architecture of
carry (.) in the first adder, the propagation of one full addea high-speed VLSI circuit for the forward algorithm. Then,
(tg,) for the comparison (as soon as a result of the sum tlwough different steps, we propose several organizations of
available, it can be used for the comparison), the time of tlkemputation that reduce the number of vectors that need to be
LUT accessfyT) and the multiplexeri(,..), and then, once stored by up to a factor of eight. Note that several authors have
more, the time of the propagation of the carry in the offsseparately achieved similar results. This point will be discussed
addition. For the OACS unit, the critical path is only composeid the last section.
of the propagation of the carry in the first adder (the addition of
the offset), the propagation of one full adder for the addition @, Classical Solutions (4 = 1,np = 2, M4) and
the branch metric, another propagation of one full adder for tig, = 1,n5 = 2, Mp)] Architecture

comparison, and then, the maximum of the LUT access and thery,e, first real-ime MAP VLSI architectures in the literature

multiplexer. Thus, the critical path is decreased from are described in [11], [13], and [24]. The architecture of [11]
tacso = Msm * te + tra + MAX(tLUT, tmux) + 7sm - te (25) and [13] is based on three recursion units (RUs), two used for
the backward recursiolRUp; andRUps), and one forward
unit (RU4). Each RU contain®” MAX* operators working
toacs = Msm * te + 2+ tta + MAX(tLUT, tmux )- (26) in parallel so that one recursion can be performed in one clock

" L . le. The two backward RUs pl le similar to the twi
The decrease of the critical path is paid for by an addmon% Cc:-baci uvr:ic:s iicthvgi;iterbi Zepc%e? cr)? [e%s]ml arfo the two

register needed to store the offset value between two iteration et us use the same graphical representation as in [11]
The area-speed tradeoff is determined by the specification 9 ], and [28] to explain the organization of the computation. ’
the application. As mentioned by one of the paper's reviewe 'F’ig. 5, the horizontal axis represents time, with units of
a Carry-Save-Adder (CSA) architecture can also be efﬁden@’symbo,l period. The vertical axis represen'Es the received

used in this case [23]. :
. . . symbol. Thus, the curver(= y) shows that, at time¢ = £,
The last step of the MAP algorithm is the computation of t e symbol §;} becomes available. Let us describe how the

LLR value of the decoded bit. Parallel architectures for the LL symbols {y.} z<r<2z are decoded (segment I of Fig. 5).

_computation can lge derived directly from (8). _The first stage omt — 37, to 4, — 1, RUp, performsL recursions, starting
is composed of 2% adders. The second stage is composed fbm ysr_1 down toys;, (segment Il of Fig. 5). This process

L * . . .
two 2 operandMIAX™ operators. Finally, the last operation 'Ss initialized with the all-zero state vectaB?, but after L

the subtraction. A classical tree architecture can be used for F&g . . .
o ations, as noted in [11], the convergence is reachedapd
hardware realization of th&¥ — 1 operandVIAX* operators. [11] g 0

is then obtained. During those sarhecycles,RU 4 generates
the vectors{ A, } r<r<2r (Segment Ill of Fig. 5). The vectors
{Ar}r<r<2r are stored in the state vector memory (SVM)

Each element of the MAP architecture has now been dentil they are needed for the LLR computation (grey area
scribed. The last part of our survey on VLSI architecturesf Fig. 5). Then, betweeh = 4L and5L — 1, RUp, starts
for the MAP algorithm is the overall organization of thdrom stateBs; to computeBs_; down to By (segment IV
computation. Briefly speaking, the generation of the LLRf Fig. 5). At each cycle, the vectot; corresponding to the
values requires botl, and Bj values, which are generatedcomputedBy, is extracted from the memory in order to compute
in chronologically reverse order. The first implication is thatl.(u). Finally, betweernt = 5L and6L — 1, the data are

to

V. GENERAL ARCHITECTURE
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A
4L
First MAP
3L
A 2
z = 2L
RU,

L

Second MAP

L 2L 3L 4L 5L L 2L 3L 4L 5L
time time
Fig. 5. Graphical representation of a real-time MAP architecture. Fig. 6. Graphical representation of thie s = 1,n5 = 2,Mayp)/2)
architecture.

reordered (segment V of Fig. 5) using a memory for reversing
the LLR (||ght grey area of F|g 5) The same process is théwely, the number of RUs used for the forward and backward
reiterated every, cycles, as shown in Fig. 5. recursions.M 4 (for the memory of state metrid) indicates

In the case where the MAP unit is being used in a turbo diat theA vectors are stored for the LLR bit computation. Note

coder, the reordering can be done implicitly by the interleavdhat in this architecture, the forward recursion is performéd 2
Moreover, thea priori information to be subtracted [1] can becycles after the initial reception of data.

reversed in time in order to be directly subtracted after gener-With the (v4 = 1,np = 2, M.,) architecture,L state vec-
ation of the LLR value (segment IV of Fig. 5). Note that théors have to be stored. The length of convergehéerelatively
role of the memories is to reverse the order of the state vectg¥&all (a few times the constraint lengt but the size of the
Reordering of the state metrics can be done with a single RANRte vector is very large. In fact, a state vector is composed of 2
and an up/down counter duridg(ﬂock Cyc'es_ Thd, incoming state metriCS, each state metrimﬁl bits Wide, i.e.2”nsm bits
data are stored at addresses. ., L — 1. In the nextL cycles, Per state metric vector. The resulting memory is very narrow,
the counter counts down and the state vectors are retrieved frf¢l thus, not well suited for a realization with a single RAM
L—1,...,0andatthe same time, the new incoming state vectd?¥ck, but it can be easily implemented by connecting several
are stored in the same RAM block (from addresses1 down Small RAM blocks in parallel.

to 0). Only one read/write access is done at the same locatiord N architecturer{y = 1,np = 2, Mp)isreportedin[10]. It
every clock cycle. This avoids the need for multiport memoriei$ €quivalent to the former one, except that the forward recursion

This graphical representation gives some useful informatiéhPerformed 4 cycles after the reception of the data, instead

about the architecture. For example, the values of: of 2L cycles (segment V of Fig. 5 instead of segment Il). In

1) the decoding latencyd = 47, (horizontal distance be- this scheme,_th@ vectors generate_d byU g, are stored_untll
tween the array “acquisition” and “decoded bit"): the computatlon of the correspondirdgvectors byRUA (light

2) the number ofi vectors to be storedd/ = L (maximum grey of Fig. 5). Then, the LLR values are computed in the natural
vertical size of the grey area); order. .

3) the “computational cost” of the architecture, i.e., the tota] Other architectures have been (_jeveloped. Each pre;ents
number of forward and backward iterations performed f ferent radeoffs bet.ween computatlop al power, memory siz€,
each received dat# — 3 (the number of arrows of RU a_nd memory bandwidth. Their graphical representations are
cut by a vertical line). given below.

Note that to perform the recursions, branch metrics have to be .

available. This can easily be done using three RAMs of &izeB: (24 = 1,np = 2, M4y p)/2) Architecture

that contain the branch metrics of the three last received blockdn this architecture, the forward recursion is performeéd 3

of size L. Note that the RAM can simply store the receivedycles after the reception of the data (see Fig. 6). Thyg, A
symbols. In that case, branch metrics are computed on the¥ctors and./2 B vectors have to be stored. The total number
every time they are needed. Since the amount of RAM needgftstate vectors to be stored is sfill Moreover, with this solu-

to store branch metric information is small compared with then, L. bits have to be decoded in the I&st2 clocks cycles of an
amount of RAM needed to store the state metric, evaluationitdration, thus, two APP units have to be used. This scheme be-
branch metric computation will be omitted in the rest of theomes valuable when two independent MAP decoders work in
paper. parallel. Since two MAP algorithms are performed in parallel, it

In what follows, this architecture is referred to ass possible to share thememory words between the two MAP

(na = 1,ng = 2,My,), wheren, andng are, respec- algorithms by an appropriate interleaving of the two operations,
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Fig. 7. Graphical representation of the = 1, n5 = 3, M) architecture. F19- 8. Graphical representation of the{ = 2. n 5 = 2, M) architecture.

as shown in Fig. 6. In this figure, the second iteration is repr¢ pecision Gils'p8) Gls'y, )

sented with dotted lines and the corresponding vector memc

with a striped region. This scheme can be used in a pipelit

of decoders to simultaneously decode two information strean A, _(s';)

With this interleaving, the amount of memory for state metric

corresponding to each MAP is divided by two. Thus, the fing A(s)
area will be smaller than the simple juxtaposition of two “clas

sical” MAP algorithms. With this solution, two read and twoA, _,(s'y)

write accesses are needed at each symbol cycle. Those acce

can be shared harmoniously with two RAMs of sizg2 with Ax(s)
a read and write access at the same address for each of the two
RAMs. Fig. 9. Simplified ACSO unit.

The MAP architecture can use more than two RUs for the

backward recursion and/or more than one RU for the forwag, storing, during cycles, each decision and offset value gen-
recursion. The following sections describe some interesting $gzaq byRU 41, the complexity oRU 4» is almost divided by
lutions. two (see Fig. 9).

. This method is very similar to the method used for the soft-
C. (na = L,np = 3, Mp) Architecture output Viterbi algorithm [29].

An additional backward unit leads to the schedule of Fig. 7. A Note that once more, am§ = 2,np = 2, M(a4B)/2)

new backward recursion is started evéri2 cycles on a length method can be used.
of L+ L /2 symbols. The firsf. steps are used to achieve conver-
gence, then the lagt/2 steps generate/2 vectorsB. Thenew E. (n4 = 2,np = 2, M4, Ptg) Architecture

Ititelr;cy 'St”OW. &, alr}jj ;hiamognt of rpemory needtﬁd tc;. St‘?fe This type of architecture is a generalization of the idea de-
e B3 vectors is onlyL./2. Two observations are worth noting: scribed above: instead of memorizing a large numbet ¢br

1) the reduction of the latency and the memory size is pajg) yectors, they are recomputed when they are needed. For this,

for by anew backward unit; the context (i.e., the state metrics) of an iteration process is saved
2) asolution of typera = 2,n3 = 2, M(a4p)/2) CAN AISO jn 3 pointer. This pointer is used later to recompute, with a delay,
be used. the series state metric. Such a process is given in Fig. 10.

) In this scheme, the state metricsRtJ g, are saved every

D. (na = 2,np = 2, Mp) Architecture L/4 cycles (small circles in Fig. 10). Those four state metrics
The addition of an extra forward unit can also decrease thee used as a seed, or pointer, to start the third backward process

SVM by a factor of two, as shown in Fig. 8. This scheme hg®Ugs, in Fig. 10) of lengthL /4. The third backward recur-
the same number of processing units (+ ng = 4) and the sionis synchronized with the forward recursion in order to min-
same state metric memory si¥e = L/2asthet 4 = 1,ng = imize the size of the3 vector to be stored. In practice, only
3, M) architecture, but its latency idAcompared with 3 for  three seeds are needed, siRdééz» andRU z3 process the same
the architecture of the previous section. However, the seconddeta during the last quarter of a segmenLafycles. With this
cursion unifRU 4 can be simplified, since it only copies, with amethod, the latency is still4, but the number of state metrics
time shift of L cycles, the computation ®&U 4;. Thus, there ex- to store is now3 + L/4. With such a small number of vec-
ists a tradeoff between computational complexity and memotygrs, the use of registers instead of RAM can be used to store
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A A
4L 4L
3L | 3L
2 2
£ £
= 2L & 2L
L L
L 2. 3 4L SL L 2 3L 4  SL
time time

= 3,Mjp, Pty) Fig. 12. Graphical representation of the € 2,ns = 1,np = 1, M4,

Fig. 10. Graphical representation of the = 1,np Pt, 1) architecture
1A .

architecture.

the RU is doubled. Thus, an architecture suchpas 2,n4 =
1,ng = 1, M4, Pt14) can be used (see Fig. 12) to obtain an

4L SVM of size L/2.

AL G. Summary of the Different Configurations

In Table 11, different configurations are evaluated in order to
help the designer of a system. Note thais a generalization
factor and that 0.5 (in columns, andn ) denotes the simpli-
fied ACSO unit of Fig. 9. We can see that in the case of two
MAP algorithms implemented together in the same circuit, it is
possible to decrease the number of vectors fioto L /8 + 3.

This reduction allows the realization of this memory using only
registers.

Note that the final choice of a solution among the different
proposed alternatives will be made by the designer. The de-
signer’s objective is to optimize area and/or power dissipation of
the design while respecting application requirements (decoding
Fig. 11. Graphical representation of thes( = 1,n5 = 3,M+5),2, latency, performance). The complexity of the MAP algorithm
Ptp) architecture. depends on the application (continuous stream or small blocks,

simple or duo-binary encoder [30], [31], number of encoder
the state metrics. This avoids the use of a RAM with an uBtates, etc.). The consequence is that the merit of the proposed
usual aspect ratio and a consequent negative impact on per&jlution can vary with the application and no general rules can
mance. This scheme becomes particularly attractive if two iBe found. In practice, a fast and quite accurate complexity esti-
dependent MAP algorithms are implemented in a single chigation can be obtained in terms of gate count and memory cells
since anfa = 2,np = 2, M4 )2, Ptp) architecture can py simply using a field-programmable gate array synthesis tool
be used to share titie- . /4 vectors of the two MAP algorithms to compile a VHDL or Verilog algorithm description.
(see Fig. 11). As with then(y = 1,np = 2, M( 44 B)/2) archi-
tecture, this scheme can be used in a pipeline of decoderditoSimilar Works in This Area

symbols

2L

A
L 2L 3L 4L 5L
time

simultaneously decode two information streams. Since the first submission of this paper, much work has been
This scheme is particularly efficient because it avoids the UgRiependently published on this topic. In this final subsection,
of a RAM for storing the state metrics. we give a brief overview of these fundamental works.
o . The architecture of Sections V-B-D has also been proposed
F. Generalization of the Architecture by Schurgerset al. In [32] and [33], the authors give a very

Many combinations of the above architectures can be redetailed analysis of the tradeoffs between complexity, power
ized, each one with its own advantages and disadvantagesdissipation, and throughput. Moreover, they propose a very in-
the above examples, the ratidbetween the hardware clock anderesting architecture of double flow structures, where for ex-
the symbol clock is one. Other architectures can be uncovematple, two processes of type{ = 1,np = 2,M4) and
by loosening this restriction. For example, if this ratiss two (ngp = 1,n4 = 2,M,) are performed in parallel on a data
(i.e., two clock cycles for each received symbol), the speedloibck of size IV, the first one, in natural order, from data O
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TABLE I
PERFORMANCE OF THEDIFFERENT ARCHITECTURES
na ng | Memory organization | Recursion Units | Memory Latency | Notes
1 2 M, or Mp 3 L 4L Figure 5
1 2 Maipy2 " 3 L2 4L Figure 6
1.5 2 Mp 35 L2 4L Figure 8
1 2.5 Mpg, Ptg 3.5 L/A+4 4L Figure 10
1 2.5 My, Ptg 35 Lip+p-1 4L p = number of pointers
1 2.5 M(A+B)/2s PtB T 3.5 L/8+3 4L Figure 11
1 3 Mg 4 L2 3L Figure 7
1+0.5n 2 My or Mp 3+0.5n L/n 4L n = number of half RUB
1 2+n My or Mp 3+n L/(n+1) |20+ L/(n+1) n = number of RUB

to N/2, the second, in reverse order, from ddfadown to [21
N/2. Moreover, Worrret al.[34] extend the architecture of Sec-
tions V-A and -B for a massively parallel architecture where 3]
several processes are done in parallel. With this massive paral[-
lelism, very high throughput (up to 4 Gbit/s) can be achieved.
The pointer idea described in Section V-E has been propose
independently by Dingninoet al.in the case of a turbo decoder
in [35] and [36]. In this “sliding window next iteration initializa- 5]
tion” method, the pointer generated by the backward recursioqﬁ]
atiterationk is used to initialize the backward recursion at itera-
tion k+ 1. As aresult, no further backward convergence process
is needed and area and memory are saved at the cost of a sligm
degradation of the decoder performance. Note that Dielissen
al. have improved this method by an efficient encoding of the [8]
pointer [37]. 9]
Finally, an example of an architecture using a ratio of two be-
tween clock frequency and symbol frequency (see Section V-F)
is partially used in [38]. [10]

VI. CONCLUSION
[11]

We have presented a survey of techniques for VLSI imple-
mentation of the MAP algorithm. As a general conclusion, the
well-known results from the Viterbi algorithm literature can be[12]
applied to the MAP algorithm. The computational kernel of the
MAP algorithm is very similar to that of the ACS of the Viterbi
algorithm with an added offset. The analysis shows that it ig13]
better to add the offset first and then do the ACS operation in
order to reduce the critical path of the circuit (OACS). A gen-
eral architecture for the MAP algorithm was developed which4)
exposes some interesting tradeoffs for VLSI implementation.
Most importantly, we have presented architectures which elimilt®
nate the need for RAMs with a narrow aspect ratio and possibly
allow the RAM to be replaced with registers. An architecturel16]
which shares a memory bank between two MAP decoders en-
ables efficient implementation of turbo decoders.
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