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Abgtract: The main problem with the hardware implementation of turbo codes is the lack of
parallelism in the MAP-based decoding algorithm. This paper proposes to overcome this problem
by using a new family of turbo codes called Multiple Sice Turbo Codes. This family is based on two
ideas. the encoding of each dimension with P independent tail-biting codes and a constrained
interleaver gructure that allows the parallel decoding of the P independent codewords in each
dimension. The optimization of the interleaver is described. A high degree of parallelism is
obtained with equivalent or better performance than the DVB-RCS turbo code. For \ery high
throughput applications, the parallel architecture decreases both decoding latency and hardware

complexity compared to the classical serial architecture, which requires memory duplication.

Résumé : Le probleme mgeur dans l'implémentation matériele dun turbo-décodeur réside dans le
manqgue de paraldisme des dgorithmes de décodage MAP. Cet article propose un nouveau procédé

de turbo-codage basé sur deux idées. le codage de chaque dimension par P codes convolutifs
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récurgfs circulaires indépendants et des contraintes sur la sructure de l'entrdlaceur qui permet de
décoder en pardléle les P codes convolutifs dans chague dimension. La condruction des codes
condtituants et de I'entrdlaceur est décrite et andysée. Un haut degré de paradléisme et obtenu avec
des peformances équivdentes ou mellleures que le turbo-code du standard DVB-RCS.
L'architecture pardlele du décodeur permet de réduire a la fois la latence de décodage et la

complexité du turbo-décodeur pour des applications a tres hauts débits.

Keywords: turbo code, interleaver, paralelism, tail-biting code, multiple dice turbo code

1 Introduction

The throughput of a turbo-decoder is limited by the recurson involved in the Soft Input Soft
Output (SISO) processing of each dimenson. Because of this recurson, the maximum throughput
(the symbol rate) of a SISO decoder is thus equal to the clock rate of the decoder. In this case, the
decoding of two hdf-iterations (a decoding iteration) needs at least 2N symbol cycles, where N is
the length of the frame. Thus, the pipe-lining of | diginct decoders dlows a throughput of one
frame every 2N symbol cydes with a minimum overdl laency of 21.N symbols cycdes. This
scheme is rddivdy inefficent in terms of hardware complexity sSnce the extringc informetion
memories are duplicated | times [1]. Some authors propose to pardldize the decoding process of
the convolutional code for each turbo code dimenson. For this purpose, they arbitrarily divide the
frame to be decoded into P segments of equd Sze, in order to handle each segment usng a MAP
decoder. In these architectures, side effects at the ends of the segments are trested in a sub-optimd
way by the use of a learning period [2], or by the pointer method which gives the initid Sates of

each segment between two iterations [3]. However, these gpproaches perform the decoding process



of one dimenson without tackling the problem of memory conflicts that can arise from interleaving

while decoding the second dimension.

In this paper, we propose a new family of turbo code where both condituent codes are
condructed with P independent Circular Recursve Systematic Convolutiona codes [4] (CRSC,
adso cdled tal-biting code), caled "dices'. The process of decoding P dices in pardld is made
possible in the two code dimensions by using an adapted interleaver Structure. It can be noted that
another amilar pardle interleaver has been independently studied by Dobkin et al., but associated
with a conventiond turbo code [5]. The interleaver sructure is condructed in a way Smilar to the

one presented in this paper, but optimization of the permutation is not described.

This paper is divided into seven sections. In section 2, the globa encoding srategy for Multiple
Slice Turbo Codes is described. In section 3, the structure of the pardle interleaver is presented,
which leads to a design based on two concatenated permutations. These permutations are designed
and ther influence on the peformance are discussed in section 4. Findly, the complexity and
latency reduction associated with the proposed scheme is evaluated in section 5 for severa data
rates and information block lengths. The performance is compared to a conventiond turbo code in
section 6 for various block lengths and code rates. Section 7 concludes and summarizes the

performance results and complexity reductions.

2 Multiple Slice Turbo codes
Multiple Slice Turbo Codes are congructed as follows. An information frame of N m-binary

symboals is divided into P blocks (cdled "dices’) of M symbols, where N =M :P. The resulting
turbo code is denoted (N, M, P). As with a conventional convolutional two-dimensiona turbo code,

the coding process is first performed in the naturad order to produce the coded symbols of the first



dimenson. Each dice is encoded independently with a CRSC code. The information frame is then
permuted by an N symbol interleaver. The permuted frame is again divided into P dices of Sze M
and each of them is encoded independently with a CRSC code to produce the coded symbols of the

second dimension. Puncturing is applied to generate the desired code rate.

The interleaver is congdructed jointly with the memory organization of the decoder to dlow the
pardld decoding of the P dices. The architecture contains P Soft-In Soft-Out decoders (SISO
units) working in pardld and P memory banks MBy, MB;,..., MBp.; dlowing pardld memory
accesses for the P SISO units. In other words, a each symbol cycle k, the interleaver structure
dlows the P decoders to read and write the P necessary data symbols from/to the P Memory Banks
MBp, MB;,..., MBp.; without any conflict. With the solution described in the present paper, the
degree of padldism can be chosen according to the requirements of the application. The

advantages of pardldism will be discussed in section 5.

The next section presents the interleaver condruction, ensuring pardldism condrants while

maintaining good performance.

3 Interleaver construction
The interleaver design is based on the approach proposed in [6]: The interleaver dructure is

mapped onto a hardware architecture dlowing aparald decoding process.

3.1 Interleaver sructure
Figure 1 presents the interleaver sructure used to consruct a multiple dice turbo code

congrained by decoding pardldism.
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Fgure 1: Interleaver sructure for the (N,M,P) code

Figure 1: Structure de I'entrelaceur pour le code (N, M, P)

Let | and k denote the indices of the symbols in the natura and interleaved order, respectively.
The coding process is performed in the naturd order on independent consecutive blocks of M

symbols. The symbol with index | is usad in dice d/M{] & tempord index time | mod M, where
@(] denotes the integrd part function. Likewise, in the interleaved order, the symbol with index k is
used in dice r=g/M(} a tempord index t=kmodM . Note that k=M:r +t, where
ri{0.P-1 and ti {0.M-1. For each symbol with index k in the interleaved order, the

permutation P associaes a corresponding  symbol  in the naturd  order  with  index

=P (k) =P(t,r). The interleaver function can be it into two levels a spatid permutation
Ps(t,r) (ranging from 0 to P-1) and a tempora permutation P 1 (t,r) (ranging from 0 to M-1), as

defined in (1) and described in Figure 1.

P(k)=P(t,r)=Pgltr)Mm +Py(tr) 1)



The symbol a index k in the interleaved order is read from the memory bank Ps(t,r) at address
P1(t,r). While decoding the firs dimension of the code, the frame is processed in the naturd

order. The spatia and temporal permutations are then smply replaced by Identity functions.

In order to amplify the hardware implementation, the same tempora permutation is chosen for
al memory banks. Thus, P 1(t,r) =P (t) depends only on the tempora index t. This solution has
the advantage of requiring a single computation of the address to read P data symbols from the P
memory banks. Moreover, the P memory banks can be merged into a single memory, which further

reducesthe area.

The spatid permutation alows the P data read out to be transferred to the P SISO units (denoted
SISO in Figure 1). Decoder r receives the data from memory bank P g(t,r) a indant t. For each
fixed t, function P g(t,r) is then a bijection from the decoder index r1 {O..P- ]} to the memory

banks {0.P- 1} .

Furthermore, to maximize the shuffling between the naturd and the interleaved order, we
congrain function P g(t,r) such that every P consecutive symbols of a dice of the interleaved
order comes from P digdtinct dices of the naturd order, i.e. P digtinct memory banks. Thus, for a
gven r, function P g(t,r) is bijective and P-periodic. The bijectivity means that P g(t,r) isa
bijection from the tempora index t1 {0..P- 1} to the set {0.P-1} of memory bank indices. The P-
periodicity on the tempord index meens that for "t," q sidying t+q:P <M, one obtans

Pg(t+gxP,r)=Psltr).



In the rest of the paper, bijective P-periodic functions are now condgdered for the gspetid
permutation. Let r be the divison of the number of symbols in a dice by the number P of dices
r=M/P. In wha follows we suppose, without loss of generdity, that r 3 2 is an integer. This
implies that two diginct dices with index j in the firg dimenson and index i in the second

dimenson share exactly r symbols with tempora indices t;; ={T(i,}) +q*P},o, ., in the

interleaved order, where T(i,j) T {O P- 1} isthe tempora index thet verifies P g (T (i, j),i) =] .

3.2 A smpleexample

Let us congtruct a smple (N, M, P) = (18,6,3) code to clarify the interleaver congtruction. Let the
temporal permutation be P 1 (t) ={14,32,50} (i.e. P7(0)=1, Pt (1) =4, ..) and let the spatia
permutation be a crcular shift of amplitude A(t mod 3), i.e. the dice of index r is associated with
the memory bank of index P g(t,r)=(A(tmod3) +r)mod 3, with At mod3) = {0,21}. The spatia

permutation is then bijective and 3-periodic.

Slice0 Slicel Slice2 Slice0 Slicel Slice2
P (0= 1000000000000 Pr(d=2 Wmm
a) PS(OO) 0 l . d) Ps(30)=0
=0m ot ot t=3 code aoe
Pr(l)=4 oo 0080 P7(4 =5 copoom X009 cooooe

SN~
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Figure 2 : A basic example of a(18,6,3) code with P 1 (t) = {14,3,2,5,0} and At mod 3) = {0,2,]} .

Figure 2 : Un exemple simple dun code (18,6,3) avec P 1 (t) ={1,4,3,2,5,0} et At mod 3) = {0,21}.



The interleaver is illusrated in Fgure 2, which shows the permutations for the 6 tempord
indicest =0(2a),t=1(2b),t=2(2c),t=3(2d),t=4(2d)and t =5 (2.c). The 18 symbolsin
the naturd order are separated into 3 dices of 6 symbols corresponding to the first dimension. In the

second dimension, at tempord index t, symbols PT(t) are sdlected from the 3 dices of the first
dimension, and then permuted by the spatid permutation P g(t,r). For example, a tempora index
t=1 (b), symbols & index P1(1)=4 are sdected. Then, they are shifted to the left with an
amplitude A(lmod3) =2. Thus, symbols 4 from dices 0, 1 and 2 of the first dimenson go to dices

1, 2 and O of the second dimension respectively.

4 Interleaver design
The design of the interleaver ams to fulfill two performance criteria The firg is to obtain a good

minimum distance for the asymptotic performance of the code a high sgnd to noise ratios (SNR).
In fact, a high minimum distance is needed to lower the “error floor” induced by the presence of
low weight codewords [7][8]. The second is to achieve the convergence of the code a low SNRs.
The convergence is degraded by the corrdaion between the extringc information inputs, caused by
the presence of short cydes in the interleaver [9]. After an andyss of the short cycles and low-
weight codewords, we describe the design process of the interleaver based on three deps
optimization of the temporal permutation, optimization of the spatid permutation, and then,

introduction of alocd disorder in the tempord permutation.

10



4.1 Analyssof thecyclesin an interleaver and related low-weight codewords
Definition 1: For an m-binary convolutiona code, a Return To Zero (RTZ) sequence is defined
as an ordered finite list of symbols that makes the encoder diverge from state O and then return to

gate 0. The number of symbols after the first symbol in the list defines the length of the sequence.

An RTZ input sequence produces a finite number of parity bits. The weight of an RTZ sequence
is then equa to the number of 1s in the input bits and in the corresponding parity bits. These RTZ
sequences represent the low weight error sequences of a convolutional code. As a firg
goproximation, we will condder that their weight grows linearly with ther length. For an 8-state
recursve sysematic binary convolutiona code (rate 1/2) with memory n and with generator
polynomids 15 (feedback) and 13 (redundancy), the basic RTZ sequence is the sequence of length
7: 10000001. The weight of its parity bits is equa to 4. For an 8-date recurdve systematic duo-
binary convolutional code (rate 2/3), it was shown in [10] that there are other basc RTZ sequences
of different lengths For the duo-binary turbo-code in the DVB-RCS standard [11][12], the input
couple of the convolutiona encoder can take 4 different vaues denoted 0 = (0,0), 1 = (0,1), 2 =
(1,0), 3 = (1,1). For this code, the primitive RTZ sequences are 13, 201 and 30002 of weight before

puncturing 4, 5 and 7, respectively (see[10] for more details about duo-binary turbo codes).

11
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Figure 3 : Example of RTZ sequences for two given symbols with the tail- biting duo-binary code

definedin [11] withadiceM = 11.

Figure 3: Exemple de séquences RTZ pour deux symboles avec un code duo-binaire circulaire

défini dans[11] avec M = 11.

Definition 2: The norm |X|M is defined as |X||v| =min( Xxmod M ,- xmod M)

Ddfinition 3: The distance dy; (t3,t>) between two symbols ki and ko of a same dice, and whose
tempora indices are denoted t; and t» respectively, is defined by the length of the smdlest path

ta - 2], = min (]tl - to, M - |ty - t2|) between the two symbols (see Figure 3).

Because of the tal-biting technique, two RTZ sequences are possble for two given symboals of a
dice (see Figure 3). In a fird gpproximation, the RTZ sequence with the smdlest length will be
conddered. In fact, this RTZ sequence may have the smalest Hamming weight and, thus, pendizes
the minimum digance the mogt. Hence, for two symbols in a dice, the RTZ sequence of amdlest

weight (if there are any) is proportiona to the distance (definition 3) between the two symbols.

In the generd case, two symbals located in two digtinct dices cannot generate a RTZ sequence:

their distance will be assumed to be infinity. Thus, the definition of distance is generdized by:

12



Definition 4: The distance | k; - k5 |,, between two symbolsk, and k; of the frame is defined by:
Ik - kol g = [Ke - Ko, if symbolsky and ko arein the same dlice (see Figure 4.b).
Jka - ko, = infinity otherwise (see Figure 4.8).

In the following, for the sake of amplicity we shdl not specify whether we refer to definition 3 or
definition 4. The distance | |, is used for the distance between two symbols, wherees | |M is used
for the distance between the tempora indices of the symbols in a dice Moreover,
Ik - kol =|ta- taly, if symbols ky and k2 are both in the same dlice with tempordl indices t; and
t2.

Definition 5: A primary cycle is defined as a set of two symbols that are in a same dice in both

the natural and interleaved order, as shown in Figure 4.b.

If the two symbols correspond to an RTZ sequence in the two dimensions, then the primary cycle
is dso cdled a Primary Error Pattern (PEP). Thus, it is naturd to andyze the impact on the
performance of a primary cycle by its spread defined as the sum of the distance between the

symbolsin the two dimengons.
S(ky, k) = [l - kol +[P (k) - P (ko)lly @

Note that a smilar definition of goread has been proposed independently in [13]. The spread
between two symbols that belong to a primary cyde is proportiond to the minimum weight of a

potentidl RTZ sequence. Thus primary error patterns are strongly related to primary cycles short

13



primary cycles may lead to low weight codewords, while long primary cycles lead to higher weight

codewords. Moreover, S(kp, ky) is dso reated to the corrdation between the extrinsc informetion

inputs associated with symbols ki and k». The higher the spread, the lower the corrdaion. Thus, the

minmum spread S among dl possble primary cycles, S= min [S(kl, k2)], should be reasonably
ki.k2

high in order to avoid both low-weight PEPs and high correlation.

Ddfinition 6: A secondary cycle is defined as a set of 4 symbols hat conditute two couples in the

two dimensions of the code as shown in Figure 4.c, d.

il |

”\‘ Vo /

a) b) c) d)
Fgure 4: Primary and secondary cycles.

a) no cycle, b) primary cycle, ¢) external secondary cycle, d) internd secondary cycle.

Figure 4: Cycles primaires et secondaires:

a) pas de cycle, b) cycle primaire, ¢) cycle secondaire externe, d) cycle secondaire interne.

Definition 7: A secondary cycle is said to be internd when the four symbols are in the same dice
in & least one of the two dimensions fFigure 4.d). It is said to be externd in the other case (Figure

4.0).

Like for the primary cycle, we can define a secondary error pattern (SEP) as a secondary cycle
whose symbols form two RTZ sequences in the two code dimensons. To characterize secondary

cycles, we extend the notion of spread using the summary distance [12]. For each secondary cycle,

14



there are 4 couples of symbols that belong to four dices or less dices i1 and iz in the interleaved

1

order, dices j; and j» in the naturd order. Their tempora indices are denoted (uil,uii) and

(uil ,u.2 ) in the dices of the interleaved order, and (vl ,v.2 ),(vl. ,v.2 ) in the dices of the naturd
2712 1irvi22
order. The summary distance of a secondary cycle is then defined as the sum of the 4 par-wise

lengths between the tempord indices of the 4 couples:

.2 = U - U
'1‘M "2 'Z‘M

For a rectangular secondary cycle, the distances between he symbols of the two couples of the
first dimenson are equd, as presented in FHgure 5. It is the same for the couples of the second

dimengion.

Fgure 5: Externd rectangular secondary cycle representation on the example of section 3.2 with (i,

j1,i2,j2) =(0,0,2,2).

15



Figure 5: Cycle secondaire externe rectangulaire sur I'exemple de la section 3.2 avec (i, j1, i2, j2) =

(0,0,2,2).

The optimization of the interleaver ams to find gppropriate temporal and spatid permutations.
The desgn of these permutations is peformed by andyzing primay cycles and patterns
characterized by their spread, and secondary cycles and patterns characterized by ther summary

distance.

4.2 Temporal permutation

The am of the tempora permutation is to maximize the minimum Spreed in order to eiminate

low weight PEPs and to reduce correlation between the extringc information inputs.

As a firg step, a smple regular temporal permutation is chosen in order to smplify the study of
the interaction between the tempord and the spatid permutations. In this sub-section, it is optimized
by andyzing primary cydes only. Next, in sub-section 4.4 more irregularity will be introduced in
the tempord permutation to improve the performance furthermore. The tempora permutation used

in thisstudy isgiven by:

Pr(t)=axmodM @)
where a is an integer, and where a and M are mutudly prime. This choice is judtified by the
hardware smplicity of the temporal generator and the good performance that can be obtained. The
only parameter to be optimizedisthen a .
Since the spatid permutation is P-periodic and bijective, two symbols of a same dice having a
digance which is not a multiple of P in the second dimension are not in the same dice in the firg

dimenson. Thar soread is then infinite. Reciprocdly, two symbols k1, k2) of the second dimension

16



thet belong to a primary cycle have a distance verifying |k, - ko|,, =|a>P|,, . where g =1...,r - 1.

Their tempora indices are denoted t; and t, respectively, and thus |t; - t2||v| =|a ><P|NI . With the

tempora permutation (4), we obtain:

IP (k1) - P ko), =la ®1- a3y, =l xqxP|, (5)
Thus, there are r possible vaues for the spread between two ymbols. Thus, the overdl minimum

soread of the interleaver is given by:

5* q=JT,nr _1QC] Py +aP, ) (6)

The parameter a is then chosen to maximize the spread S Since a <M , an exhaudtive search is

performed in order to obtain the highest spread.

The tempord permutation adso has an influence on the interna secondary cycles and on the

corresponding SEPs. These cycles will be sudied in section 4.4.

4.3 Spatial permutation

The choice of the gpatid permutation is made by andyzing its influence on externd secondary
cycdes and their associated eror patterns. Hence in the following, we will implicitly refer to
externd cycles when gspesking about secondary cycles Note that the summay disance of
secondary cycles does not increase with high spread, and therefore the weight of SEPs does not
improve with high spread. For the tempord permutation given in (4), the spatid permutation ams

to maximize the summary distance of the secondary cycles.

17



There is a whole range of possble spaid permutations that are bijective and P-periodic. To
amplify hardware implementation, the spatia permutation is chosen to be a crcular shift of

amplitude A(t) , whose equation is given by:

Ps(t,r)=(AE) +r)mod P, (7)

where f =t mod P and A isabijection of variable t T {0....,P- 1} to {0,...,P - 1}.

In order to obtain a graphica representation of the secondary cycles, the spatiad permutation is
represented by a square matrix T of size P. For this matrix, the i'" row is associated with the it dice
of the second dimension and the j™ column is associated with the j™ dice of the first dimension. As
defined a the end of section 3.1, T(i,j) represents the tempord index verifying P g(T(, j).i)=],
i.e, it represents the set t; ;of the r symbols of the i dice of the interleaved order that aso belong
to thej™" dice of the natural order.

Let us now design the matrix T corresponding to equation (7). For fixed t, the r symbalsin dice
r = 0 of the second dimension correspond to symbols from dice A(t) of the firs dimension. It is
expressed mathematicaly as T (0, A(f)) =f. Moreover, for fixed t, P(f,s) is a rotation. This
means that the r symbals in dice r = 1 correspond to symbols from dice (A(t)+1)mod P, and
thus, T(1, (A(f) +1) mod P) = T . More generdly, for i = 0..P-1, T(i, (A(f) +i) mod P) ={ . Hence the
P sets t; of r tempord indices form a circular diagond dy inthe matrix T (see Figure 6), which is
then a Toeplitz matrix. The matrix T of example of section 3.2, where A(t) = {0,2,]} IS given by

(8):

18



@O 2 1y
T=g 0 2 (8)
e 1 0g

Fgure 6: Representation of the circular diagonas dp, d1, d» for the matrix T corresponding to

At = {021

Figure 6 : Représentation des diagonales circulaires do, di, dz pour lameatrice T correspondant a
At = {021

For t =0, the symbols in dices 0, 1 and 2 of the second dimension correspond to symbols in
dices 0, 1, 2 of the first dimension, respectively (this diagond dg corresponds to A(t ) = 0). Then
for t =1, the symbols in dices 0, 1 and 2 of the second dimension correspond to symbols in dices
2, 0, 1 of the fret dimension (this diagonad d; corresponds to A(t) = 2). Findly, for t =2, the
symbols in dices 0,1 and 2 of the second dimension correspond to symbols in dices 1, 2 and O of
the firg dimension (thisdiagona d, correspondsto A(t ) = 1).

A secondary cycle is represented in the spatid permutation matrix T by a rectangle (i1, j1, i2, j2) 8
shown in Fgure 7. Note that T(i,j) represents the set t; ; of r distinct symbols. Thus the rectangle

in Figure 7 represents r* (r to the fourth) distinct secondary cycles. For the sake of smplicity, we

19



congder only one of these secondary cycles, which does not change the results of our study. The

tempora indices in the second dimension are denoted tiyjg» tigio for the firgt dice and tisjyr tins

for the second dice. Let P (ti;j,), Pr(tjj,), Pr(ti,j,) and P1(tj,j,) betheir corresponding

indices in the dices of the firg dimensgon. The summary digance of this secondary cycle is given

by
dsum :|ti1j1 - ti1i2|M +|ti21'1 - ti21'2|M + ©
|PT(ti1j1)' PT(ti2j1)|M +|PT(ti1j2)' Pr(izj)),,
With the example of Figure 7, ti,j, =2, ti;j, =1, ti,j; =0, ti,j, =2 and Py (i j,) =4,

Pr(tiyj,) =3, Pr(ti,j;) =1, P1(t,;,) =3. Thesummary distance of thiscycleis dgym =6.

Figure 7: External secondary cycle representation on the spatiad permutation: (i1, j1, i2, j2) = (0, 1, 1,

2)and P 1 (t) ={14,32,5,0}.

Figure 7 : Représentation d'un cycle secondaire externe sur la permutation spatide : (i1, j1, iz, j2) =

(0,1,1,2) et P1(t)={14,32,50}.
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Figure 8: Externa rectangular secondary cycle representation onthe spatid permutation (i1, j1, iz,

j2) =(0,0,2,2), and P 1 (t)={1,4,32,5,0}.

Figure 8 : Représentation d'un cycle secondaire rectangulaire sur la permutation spatide: (i1, j1, i2,

j2) =(00,22), et P 1(t)={14,32,50}.

Theorem 1. For tempora permutation (4) and spatiad permutation (7), if an externa secondary

cyde veifies |ti :|t- -t =Dt then it is rectangula and its summary

11 ” ti11'2|M i2j1 " ti2i2im

disanceisgivenby Sy = 2><(Dt +a ><Dt||vI )

= llipjy - tipjp|,, =Dt implies

In fact, udng the tempora permutation (4), |t izj1 ™ liziz |y,

igj1 ti112||\/|
Pr(tij)- PT(ti2j1)|M :|PT(ti1j2)‘ PT(ti2j2)|M =[a 0y, -

Note that a summary distance & of an externd rectangular secondary cycle is twice the spread
between two symbols digant from Dt. But unlike to equation (6), Dt is no more necessxily a
multiple of P. Hence, an inappropriate choice of the gpatid permutation may lead to rectangular

secondary cycles with low summary distances and to low SEPs. . For example, with the regular

permutation A(f) ={0,1,...,P - 1}, al secondary cydles are rectangular. This case is the worst since
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ay vdue of Dt leads to a rectangular secondary cycle. The bijection A should be chosen as
“irregula” as possble in order to minimize the number of rectangular secondary cycles. Since an
exhaudtive search of the best possble permutation is computationdly too high, empirica rules have
to be derived. Usudly, the irregularity of an interleaver is characterized by its disperson [15]. We
introduce a new appropriate definition of disperson (10).

Let us firs define the displacement vector D:(Dt_,DA):QfZ- f1|P,|A(f2)- A(f1)|P) for any
couple of diagonds dt-1 and dt-z. Due to the P-periodicity of the spatid permutation, Dt is defined
with distance min(|t‘2 - f1|,P- |t‘2 - f1|). Smilaly, due to the P-periodicity of the spatia
permutetion, DA is dso defined with the | | distance. Indeed, for each distance, there are two

possible configurations. For example, in Fgure 6, on the firg line, diagonads dy and d; are separated

by two postions but by only 3-2 = 1 postion on the second line. For the sake of unicity of the

digplacement vector we consider only the one with smalest distance | |P. Define the st of

displacement vectors as.
D(A) :{(Dt_,DA),Dt_:|t_2- fi],,.DA= |A,)- A(f1)|P,(f1,f2)T {,..P- 2} (10)
The disperson of the spatid permutation is then defined as D =|D(A)| the cardind of the set of
displacement vectors. When D(A) contains two displacement vectors Dy =Dy, this means that
there exists a secondary cycle which verifies |ty - tyo|,, =[tz1 - t22,, . From Theorem 1, this

secondary cyde is "rectangula”. Hence, the higher the disperson is the fewer "rectangula™

secondary cycles exigt. The choice of the bijection A is made by maximizing the disperson D. Its
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maximization reduces the number of rectangular secondary cycdes, increeses the minimum

summary distance among al secondary cycles, and introduces randomnessiin the interleaver.

We have seen the influence of the spatid permutation on secondary cycles and secondary error
patterns. Other error patterns that are combinations of secondary and primary cycles aso benefit
from its irregularity. Thanks to this optimization, both the convergence of the code and its minimum

distance are increased compared to aregular spatia permutation.

4.4 Further optimization

With increesng frame dze, the sudy of the PEPs and SEPs done is not sufficient to obtain
efficient interleavers. Indeed, other error peatterns appear, pendizing the minimum distance. In
practice, the analyss and the exhaudtive counting of these new patterns are too complex to be
performed. Moreover, the tempora permutation (4) is too regular and leads to many internd
rectangular secondary cycles. Indeed, for an interna secondary cycle as depicted in Figure 4.d), 4
symbols bdong to the same dice in the second dimenson. Since the spatid permutation is P
periodic, the distances between the tempora indices of any two couples are necessarily equd in the
second dimension. Moreover, they are equd in the first dimenson as well. These cycles nay lead to
low weight SEPs. Thus, to increase minimum distance, the tempord permutation given by (4) is
modified following the dructure of the DVB-RCS interleaver [11], which has been thoroughly
explaned in [16]. This optimization sep involves introducing a locd disorder in the regular
temporal permutation (4). Every permuted index P (t) is shifted modulo M of an amplitude thet is

not the same for dl indices t. This is achieved by adding four coefficients (b(i))0£i<4 (11) to the

temporal permutation. These coefficients are inferior or equd to M and veify that their vaues

modulo 4 are dl different.
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P 1(t)=a x + b (t mod 4) mod M (11)

The a parameter is the same as the one chosen in sub-section 4.2. Clearly, this local disorder
reduces the overdl spread of the interleaver that has been optimized with the choice of a in the
regular tempord permutation. But an interleaver with reasonably lower spread can adso achieve
good peformance and might even improve it a low error rates. Moreover, the loca disorder
modifies the summary digance of the secondary cycles rectangular secondary cycles may not
reman rectangular and vice-versa. Neverthdess, this locd disorder introduces more irregularity in
the interleaver and may lead to a better interleaver with higher minimum distance and better
convergence. The optimd  coefficients (b (i))ogi<cq4 ae those leading to the highet minimum
digance. An exhaudive evauation of the minimum disgance for al possble parameters can be

achieved by using the error impulse method proposed by Berrou et al. [17].

Since the loca disorder is of period 4, the sze of the dice should be a multiple of 4 in order to
design a homogeneous code with even protection for dl symbols of a dice. Hence for a duo-binary
code, the sze of the dice has byte (8-hbit) granularity. In addition, for an (N,M,P) turbo code the

granularity of theframe SzeisP bytes.

In this section, the interleaver design has been discussed and its optimization is peformed in
three seps maximizaion of the soread through a regular tempord permutation, maximization of
the disperson of the spatid permutation and introduction of a locd disorder in the tempord
permutation to increase the randomness of the interleaver. In the next section, the properties of
padldism in the interleaver ae used to implement a low-complexity high-throughput turbo

decoder.
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5 Hardware implementation

5.1 Decoding architectures

Let us condder that a SISO unit performing a classcd Siding Window agorithm has been
desgned and synthesized. The throughput achieved by this SISO unit is reated to its maximd
working frequency F and the dructure of the convolutiond code. Bascdly, for a duo-binary
convolutional code the corresponding SISO unit achieves roughly Dg = 2.F Mbitg/s. For a single
iteration usng the same SISO unit twice (once for each hdf-iteration), the throughput amounts to F
Mbits/s. This leads to a throughput of F / | Mbitg's for the turbo decoder with | decoding iterations,
which is rather low (a few tens of Mbitg's). For a high-throughput turbo decoder, the number of
SISO units needs to be increased. In fact, achieving an overdl throughput of D Mbits's conssting
of | iterations (and thus 2.1 hdf-iterations) requires duplicating the SISO unit 2.1>D/Ds times. For
the classcd serid architecture [1] the SISO units work in a pipe-lined way: the memories and the
functiond units are duplicated as shown in Figure 9. In this figure, the same SISO unit is used for
two hdf-iterations. Hence, this architecture requires two extrindc informaion memories and one

memory for the channel outputs per iteration. The area A3, of the serid architecture is given by:

A =1 ><D3>Q>{AS,SO+2>4\/|emE+Mem|] (12)
S

where Aqo, represents the area of one SISO unit, Mem and Mem the area of the memories for

gtoring the channd vaues and the extringc information respectively.
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Figure 9: Description of the serid architecture as a pipe-line of SISO units (in this case D/Ds = 1/2).

Figure 9: Description de I'architecture série par une mise en cascade des décodeurs a entrée souple —

sortie souple (dans ce cas D/Ds = 1/2).

Conversdy, in our padld architecture (see Figure 10), with a memory organizetion dlowing
24D /Dg SISO units to operate in pardld, the areas of the memories can be extracted from the
parenthess in equation (12). Thus, only the functiond units have to be duplicated and each SISO
unit works independently on one dice of the frame. After each iteration, snce the trdlises of the
dices are dircular, the find states of the trelises become the initid States of the same dice®. Thereis
therefore no extra processing for a learning period [2]. The SISO decoding dgorithm for dices® is
efficient in this sense since it requires M clock cycles to peform the decoding of one dice of M
symbols. In the proposed paralle architecture, the same hardware (memory and SISO units) is used
twice for each iteration in order to peform decoding in the two code dimensons. An additiond

buffer for the output of the channd is required for storing the next frame while decoding the current

one. Thearea A7, of the pardld architectureis given by:

Al =2.Mem, +Memg +| ><D£>Q><AS,SO (13)
S

3 Thisis, in fact, the adaptation of the pointer method of [3].to the slice turbo-code.
% The SISO algorithm for slicesis derived from the techniques proposed in [18]
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Figure 10: Description of the pardld architecture with SISO unitsworking in pardld (in this case
D/Ds = 1/2): the SISO units are used 2.I timesfor the | iterations, and the extringc memory stores

the extringc information of the first dimengion and of the second dimension dternately.

Figure 10 : Description de I'architecture pardléle avec une exécution smultanée des décodeurs a
entrée souple — sortie souple (dans ce cas D/Ds = 1/2) : Les décodeurs a entrée souple — sortie
souple sont utilisés 2.1 fois pour effectuer les| itérations, lamémoire extrinseque memorise
dternativement les informations extrinségues de la premiére dimension et de la deuxiéme

dimendon.

5.2 Latency comparison

In this sub-section, the latency of both the serid and the pardld architectures are compared by
assuming a diding window SISO unit that requires M clock cycles to perform the decoding of one
dice of M symbols. The latency of the turbo decoder for an information block length of N symboal is
then defined as the number of clock cycles required to perform the | decoding iterations. Each
iteration condsts of two haf-iterations of N cycles. The latency in number of clock cycles of the

serid architecture is given by (14).

Lo =2xN x (14)
For the pardld architecture, the P SISO units are working smultaneoudy on a dice of M

symbols and therefore the associated latency is given by (15).
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L = 2>%x| =2xM x| (15)

Equations (14) and (15) show that the latency of the pardle architecture is P times shorter than

the latency of the serid architecture.

5.3 Complexity resultsfor ASIC implementation.

Table 1 compares the complexity of the two architectures for a throughput of 100 Mbits/s, using
equations (12) and (13) and based on areas for a SISO unit and memories given by RTL (Register
Trandfer Leve) synthess in a 0.13mm technology. The complexity comparison is made for a turbo
code with 8-gtate duo-binary trellises. The same condtituent codes as those proposed by the DVB-
RCS code [12] are used. The (2048,256,8) duo-binary code (i.e. 4096 hits) is decoded in 8 iterations
usng the LogMAP dgorithm [19]. For a clock frequency of 100 MHz, which is rather
conservative, the SISO units achieve a throughput of 100 Msymbols/s (i.e. 200 Mbitg's), and hence
D/ Ds = 1/2. Because of memory duplication, which represents 80% of the totd area, the classicd
serid architecture is more than twice as complex as the paralle architecture presented in this paper.

The gap is even larger with more iterations.
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Table 1 : Complexity evduation (0.13mm technology) for a 4 kbit code with a code rate of 0.5,
using 8 decoding iterationsand D = 100 Mbitg/s, Dg = 200 Mbits/s at 100 MHz.

Table 1 : Evaduation de la complexité (technologie 0.13rmm) pour une code de 4 kbits de rendement

0.5 avec 8 itérations de décodage et D = 100 Mbits/s, Dg = 200 Mbits/s 4 100 MHz.

Asso Mem Mem, Arp
Areafor 1 SISO units/ 1 memory | 0.3 mm¥? | 0.25 mn? | 0.2 mn?
Sarid | Number of SISO units/ Memories 8 16 8
8 mmp
Tota Area 24mm2 | 40 mme | 1.6 mm?
Pardld | Number of SISO units/ Memories 8 1 2
3.05 mm?
Area 24 mm? | 0.25 mm? | 0.4 mn@

5.4 Influence of the information block length and of the throughput.

Figure 11 presents the comparison of the complexities between the serid and the padld
architectures for a throughput of 100 Mbits's and 8 decoding iterations. The gap between the two
architectures increases as the information block length increases. For a block length of 16384
symbols and a throughput of 100 Mbits/s, the complexity of the serid architecture is more than four
times that of the parald architecture. Moreover, the gain of the pardld architecture incresses with
the throughput. Indeed, for a smal throughput, there is less memory duplication for the serid
architecture and hence its complexity is reduced, and is comparable to the pardld architecture. For

example, for a block length of 16384 symbals, the complexity reduction amounts 80 %, 70 % and

50 % for throughputs of 100, 50 and 25 Mbits/s, respectively.
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Figure 11: Comparison of the complexities of the serid and pardld architectures as afunction of

the information block size, for D = 25, 50 and 100 Mbits/s with 8 decoding iterations.

Figure 11 : Comparaison des complexités des architectures série et paraléle en fonction dela

longueur du code pour D = 25, 50 et 100 Mbits/s avec 8 itérations des décodage.

The pardld execution of SISO units dlowed by the pardld interleaver leads to a very efficent
implementation for high throughput applications and requires no memory duplication compared to
the classcad serid architecture. In the previous section, the pardld interleaver optimization method

has been described. In the next section, the vdidity of the optimization process is verified through
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smulations and the performance is compared to a conventional two-dimenson convolutiona turbo

code.

6 Simulation Results
6.1 Validation of the optimization process

Applying the different methods developed in section 3, a (2048,256,8) 8date duo-binary code is
desgned. An intrasymbol permutation is dso goplied to the increase minimum distance [11].

These 1/2 rate codes are compared in Figure 12 with a (2048,2048,1) code, constructed with one

dice usng the equations for the DVB-RCS code [11] with interleaver parameters Py = 45and
{R.P,,P3} ={365216}. The later is dso optimized with the same strategy as for the multiple

dice turbo code a large number of interleaver parameters are tested with the error impulse method.
This optimization leads to an evduated minimum disance of 20. Let us illustrate the effects of the
different optimization steps of the interleaver. Fird, only the tempord permutation is optimized,
assuming a regular spatid permutation (curve TO, in Fgure 12). The minimum weight of the PEP
is then above 30 but the SEP introduces a low minimum distance of 14 for the code. After the
optimization of the spatid permutation, low weight SEPs are diminated and the minimum distance
increases to 18 (curve SO). Then, when the loca disorder is added to the tempora permutation, the

minimum distance israised to 21 (curve LD).

The performance curves of the above codes are given in Fgure 12. All performance curves
presented in this paper are obtained by Monte-Carlo smulaion with a minimum of 25 frames in
error. The results are in accordance with the evaluated minimum distances of the codes. The
(2048,256,8) code performs 0.3 dB better a a hit error rate (BER) of 107’ than the DVB-RCS code,

with acomplexity reduction of more than 50% (see Table 1).
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Figure 12: Performance of the (2048, 256, 8) and (2048,2048,1) duo-binary codesfor 8

iterations.

Figure 12 : Performances des codes duo-binaires (2048, 256, 8) et (2048,2048,1) pour 8

itérations.

6.2 Influenceof thecoderate and framesze

In this sub-section we extend the results of rate 1/2 to higher codes rates and for an information
block sze of 1024 duo-binary symbols. Figure 13, Figure 14 and Fgure 15 compare the bit error
rate (BER) and frame error rate (FER) performance of codes constructed with 8 dices to codes with

one dlice for rates 1/2, 2/3 and 4/5, respectively. Two frame sizes are consdered: 2048 and 1024
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duo-binary symbols (only rates 1/2 and 2/3). The smulated performance shows that the gain of the
multiple dice turbo code decresses when the code rate increases, and when the frame sze
decreases. For example, with a frame size of 2048 duo-binary symbols, for a target FER of 10 the
FER of the multiple dice turbo code shows a gain of about 0.2 dB, 0.1 dB and 0.05dB for rates 1/2,
2/3 and 4/5, respectively. For a frame size of 1024 duo-binary symbals, the gain is reduced to less
than 0.1 dB. Hence, for shorter information block lengths, the two turbo codes have the same
performance in terms of convergence and minima distance. It seems that the gain of the 8-dice
multiple dice turbo code over the DVB-RCS-like code increases with the length of the code. This
gan for longer block lengths can be explaned by the good interleaver desgn for multiple dice
turbo codes and especidly its greater irregularity. Indeed, the spatid permutation of the code with 8
dices introduces another degree of freedom, i.e. irregularity, into the interleaver design, which is
beneficid for longer block szes. Moreover, the codes with one frame proposed in the DVB-RCS
standard are between 48 and 1728 bits long and the interleaver was not desgned for longer frames.
Nevertheess, there is less flexibility in choodgng the frame sze for the multiple dice turbo code.
Indeed, its granularity in bytes is a multiple of the number of dices, whereas the DVB-RCS code

has a byte granularity.
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Figure 13: Performance comparison of the (2048, 256, 8) and (1024,128,8) multiple dice duo-

binary codes to the (2048,2048,1) and (1024,1024,1) duo-binary codes for R=1/2.

Figure 13 : Comparaison des performances des codes duo-binaires (2048, 256, 8) et (1024,128,8)

avec les codes duo-binaires (2048,2048,1) et (1024,1024,1) pour R=1/2.
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Figure 14. Performance comparison of the (2048, 256, 8) and (1024,128,8) multiple dice duo-

binary codes to the (2048,2048,1) and (1024,1024,1) duo-binary codes for R=2/3.
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Figure 14 : Comparaison des performances des codes duo-binaires (2048, 256, 8) et (1024,128,8)

avec les codes duo-binaires (2048,2048,1) et (1024,1024,1) pour R=2/3.
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Figure 15: Performance comparison of the (2048, 256, 8) and (1024,128,8) multiple dice duo-

binary codes to the (2048,2048,1) and (1024,1024,1) duo-binary codes for R=4/5.

Figure 15 : Comparaison des performances des codes duo-binaires (2048, 256, 8) et (1024,128,8)

avec les codes duo-binaires (2048,2048,1) et (1024,1024,1) pour R=4/5.

7 Conclusion
A new family of convolutiona turbo codes has been proposed. The dicing of the frame dlows

the decoder to work in paralel on independent dices. A study of an interleaver congruction has
been conducted, ensuring decoding padldism, sImple hardware implementation and good
peformance. The interleaver design is caried out in three deps high soread through the regular
tempord permutation, maximization of the disperson of the spatid permutation and introduction of
a locd disorder in the tempora permutation to increese the randomness of the interleaver. The
proposed scheme dlows a hardware complexity reduction of more than 50% for a 100 Mbitgs

turbo-decoder over a serid architecture for a 4 kbit information block length. This complexity
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reduction increases with the block length and with the throughput of the decoder. Moreover with
this pardld architecture, the latency is divided by the number dices decoded in padld. The
peformance Smulations show that the pardldism condrant in the interleaver congruction
introduces no degradation in performance, and a good interleaver condruction can even improve it.
However, the interleaver size has a coarser granularity than the conventiond interleaver design. It
has been shown that the interleaver gain increases with the length of the information block sze and

decreases for higher code rates.

This work on dice turbo codes has been extended to multiple turbo codes. In [20], we show that
the addition of a third dimenson can lower the eror floor by two or three decades with a small
convergence degradation (around 0.1 dB). Moreover, usng dices, the notion of firs and second
dimenson can be relaxed: the code can be seen as a LDPC-like code where the parity check
condraints are smply replaced by tal-biting codes. Initid smulaion results with this type of turbo

code are very promising.
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